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Quick overview of bgp.tools
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ASN Info
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Prefix Data

See what A records to into a prefix!

See IPv6 PTR records inside a prefix!
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Global Looking Glass
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IXP Info Pages
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Traceroutes/Looking Glass/Agents
You need a bgp.tools (free) + 
RIPE Atlas account for this

This 
is 

a G
IF,

 Sorry
 PDF use

rs!
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Network Ranking

Can be ranked by Global or 
ASN Country using:

● Peer Count (*)
● AS Cone
● Eyeball Population
● Domain Records

* is improved by feeding bgp.tools BGP data
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Core points

● Built out of the frustration I had with other tools
● 990~ BGP sessions established
● Practically realtime BGP peer updates
● The horrors of WHOIS is handled, and in some cases is updated in near real time
● Frequently updated (~14 days):

○ ICMP Ping data scans of IPv4 /0
○ IPv4 and IPv6 RDNS data 
○ Forward DNS data (Looking what A records point to a prefix)

● Peering IXP data is provided (MAC address vendors, ping data etc)
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Setting up feeds is easy

Go to (PeeringDB SSO is supported): 
https://bgp.tools/kb/setup-sessions

You can instantly setup eBGP MultiHop 
Sessions to bgp.tools. Where you should 
export a full table.

Export to 3rd parties/Looking Glass visibility 
is entirely optional!

https://bgp.tools/kb/setup-sessions
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Leak finding with Up/Downstreams
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Leak finding with Up/Downstreams

The WTF Button is a paid 
feature (sorry!)
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● BGP Community documentation
● AS-SET lookups, decoding, explorer
● Client side Agent software is available for testing (for traceroutes etc)
● RPKI ASPA support
● IX-F feeds are used over PeeringDB where available
● Data dumps for BGP table data and ASN Names available
● Automatic tagging for things like Residential Internet, Server Hosting, 

Universities, Government ASNs

Other useful features



202567238b372969189ebdc6dd22e153

● Goal is to fund the site (and 
myself) by proving nice paid 
tools like:

● Rapid BGP/RPKI/IRRdb 
monitoring

● Managed looking glasses
● BGP Session data recording 

(and replay for incident 
review)

● Logo placement on Looking 
Glass

Monitoring services
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ANYWAY
Sorry didn't mean to do a sales pitch
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Anyway, where does all of this data come 
from?
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RIS/RouteViews

● RIS/RV collectors live on IXPs
● Kind of a mess of IXP peers 

just sending their customer 
cone, not their full table

● Previously (Maybe still 
currently?) RIS has been 
limiting new sessions due to 
capacity concerns?
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In comparison

● RIPE has ~1535 BGP sessions online,
○ 372 / 407 Full IPv4/IPv6 tables 
○  (by their own calculations)
○ Some of these sessions have issues about to be mentioned, some 

are immensely useful views of the internet though!
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● RIPE has ~1535 BGP sessions online,
○ 372 / 407 Full IPv4/IPv6 tables 
○  (by their own calculations)
○ Some of these sessions have issues about to be mentioned, some 

are immensely useful views of the internet though!

● bgp.tools is 96% eBGP Multihop
○ 990~ Sessions online
○ 654 / 986 Full IPv4/IPv6 tables (!!)

In comparison
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Problems with IXP Route Collection

● Really expensive if you don't have friends
○ IXP Membership fees + XC fees + colo fees
○ IXP membership alone can be more than the last two
○ https://peering.exposed

● Huge bias to AS6939
○ They are on almost all of the large IXPs, and provide 

you 180k+ of peered v4 routes that will likely be 
preferred over transit, hiding transit paths from the 
collector

https://peering.exposed
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Solving for XC Fees / Colo

● What is the cheapest, smallest, most insane thing we could 
ship to a willing IXP?
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Solving for XC Fees / Colo

● What is the cheapest, smallest, most insane thing we could 
ship to a willing IXP?

● No XC, The switch is the power supply, you 
can hitch backhaul either via someone 
friendly on the IXP, or relaying via a VPS or 
something

● Cheap, Around 150 USD all in
● Single core ARMv7, with 512M of RAM 

running Debian Jessie
● Completely crazy. Everyone is going to look 

at you like you lost the plot!
● Made by a company called PlumSpace (that 

might have some sanctions complications 
attached to them)

https://blog.benjojo.co.uk/post/smart-sfp-linux-inside

https://blog.benjojo.co.uk/post/smart-sfp-linux-inside
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Creative solutions are available
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Creative solutions are available

● Runs a 400Mhz~ 32bit MIPS core, 32MB of RAM
● The constrained RAM and MIPS CPU µArch makes this a challenge to 

program for
● Thankfully Zig lang has a mostly working MIPS target!
● To use as a generic "Linux box" you must perform some software changes
● Vendor has been really keen and helpful with modding these

● Similar tech is available via Huawei/Nokia/FS.COM (they share a chipset and 
design) for 80 USD~ per optic 



202567238b372969189ebdc6dd22e153

The actual IXP deployment preference tree

1. Some IXPs have VM infrastructure on the exchange that is easy to 
use, bgp.tools can run a relay in 128MB of RAM and very low CPU 
requirements

2. Those magic Linux optics are easy and convenient to ship around
○ But are mildly scary for some, also 1G only, and IXPs are sunsetting 1G ports
○ PlumSpace is working on a 10G SFP+ version, but it's projected to be expensive

3. At worst I can ship physical 1U hardware around
○ Ideally want to try and land as many IXPs in a single machine to conserve funds 
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Dialing down the insanity

● A lot of IXPs have reseller programs, and with friends you can pick up very 
cheap ports and maybe a tagged vlan on a virtual machine.

● Downside is that even with this, a lot of the IXPs still require you to be a full 
member to be present on the LAN
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All sessions lead back to London

● You have have noticed it isn't really possible to store a modern full internet 
table on 32MB of RAM.

● Instead of storing sessions locally, the local collector will "rehost" the BGP 
session back in London where all of the website infrastructure is.

● This is because with how bgp.tools is designed, all BGP data has to be within 
3ms~ of the web server to ensure a enjoyable experience
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● Online collectors:
○ 󰑠 JINX, DINX, CINX (+ Building NMBINX)
○ 󰐗 NL-IX (+ Building ERA-IX)
○ 󰎲 BCIX (+ Building DE-CIX's)
○ 󰏅 LONAP
○ 󰎟 ONIX

● Some IXPs are setting up eBGP multihop sessions from their route servers!
○ Route server feeds from MINAP, ERA-IX Amsterdam, GPC Missouri, DO-IX

● Some I've got other real time route server data sources for:
○ KleyReX, LINX LON1, KCIX

Current progress

You can feed BGP.tools over the 
IXP with these
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Questions?
Want to feed bgp.tools?

go to bgp.tools and go to to bottom link "Contribute Data"

More complex queries:
IRC: Benjojo-bgptools (terahertz) / benjojo (everything else)

Or email: admin@bgp.tools
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Bonus slides
(just in case)
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Determining the upstreams of an ASN is a non trivial task

● You have to have loads of vantage points
● You have to detect and scrub route optimisers who lie to you

● "Upstreams" is not really a truly well defined concept, but I view it as someone 
who sends you eventually up to a T1 network

● It is not clear that this is a good definition in some regions
● ISPs like Zayo and Sprint peer a lot on Route Servers, so you have to apply 

logic to them to avoid everyone on a IXP having Zayo and Sprint as a 
upstream
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EOF


